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Abstract 

 
This paper presents the evaluation of measurements on 

bridge structures with a profile scanner and shows that 

existing concepts of classical monitoring measurements can 

be extended with the use of profile laser scanning. 

 

The contact-free acquisition method of profile laser scanners 

reduces the expense for personnel and instrumentation 

compared to conventional sensors used for the monitoring of 

civil engineering structures. It furthermore enables the 

measurement of non-accessible areas of the monitored 

supporting structures. In addition, the availability of 

information along an entire structural profile can be used to 

flexibly deal with a wide variety of problems. With a 

measurement rate of at least 50 Hz, typical structural 

deformation signals can be recorded and sufficient data can 

be collected to characterize the underlying deformation 

processes dependably. 

 

Overall, an automated and efficient spatio temporal 

processing scheme is presented, which is based on the 

discrete wavelet transform. With this signal analysis tool 

outliers are detected and eliminated, but furthermore an 

automated structural analysis based on the details of the 

supporting structures surface is realized. 

In addition to the derivation of deformations, a quality 

assessment with comprehensive integration of the redundant 

measurement information is possible as an in-situ 

uncertainty determination. 
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1.  Motivation 

 
A fundamental objective of geodetic monitoring is the 

acquisition of geometric object changes under the influence 

of loads [1]. In particular, the monitoring of supporting 

structures is of great importance, since the structural 

members as a whole system of all supporting elements of a 

construction or engineering structure are responsible for its 

stability. 

 

Since engineering structures are often systems that are 

capable of vibration and the predominant part of all load 

factors has a dynamic character, the focus of corresponding 

monitoring measurements is on the collection of temporally 

variable structural deformations. These deformations can 

only be recorded with sensors that provide a high temporal 

resolution. 

Up-to-date the primary components of such measuring 

concepts are acceleration sensors, inductive displacement 

sensors and strain gauges. Although these sensors provide 

highly accurate data that is optimally adapted to the 

application, they must be mounted on the measuring object 

producing an enormous workload. Furthermore, inaccessible 

areas that do not allow the mounting of these sensors are 

particularly problematic. In general, the measurement 

information obtained in this way is only available at discrete 

object points and cannot be interpreted without appropriate 

prior knowledge about the supporting structure. 

 

The purpose of this paper is to demonstrate that profile 

scanners have the potential to solve the problems discussed 

above and to complement existing measurement concepts. 

Due to the repeated acquisition along a profile, the 

measurement data possesses both temporal and spatial 

resolution, which can be ideally combined with the 

measurement information obtained at discrete points.  

 

In the following chapter the measurement system is 

introduced and the most important parameters are explained.  

Chapter 3 shows how the derivative of spatially 

distributed time series is carried out in the context of space-

temporal processing using the temporal and spatial resolution 

of the profile scanner. 
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The basic principles are further deepened with practical 

examples in Chapter 4 and 5. The main focus lies on 

railway bridges, whereby the examples differ significantly 

in the deformation signals and bridge characteristics that 

occur. This shows the potential of the profile scanner for the 

monitoring of supporting structures and demonstrates the 

universal applicability of the developed processing scheme. 

  

2.  Measurement system based on a profile 

scanner 

 
The profile scanner used in this investigation is a phase-

based Zoller+Fröhlich Profiler 9012. It is a pure 2D 

scanner, see Figure 1. All adapters for using it in the area of 

monitoring are proprietary developments (tripod and 

targeting adaptor). Due to the special type of adaptation 

both vertical and horizontal measurements are possible, but 

also in the entire angle range in between. Since the profile 

scanner is equipped with a GPS receiver, a time stamp can 

be calculated for each individual point. The maximum 

measurement distance is specified by the manufacturer with 

119 m. With a data recording rate of up to 1 million points 

per second, measuring speeds of 50, 100 or 200 profiles per 

second are possible [2]. 

 

 

Fig. 1 Profile scanner under a railway bridge. 

  
In Figure 1, a schematic measurement profile and the 

corresponding coordinate axes are displayed together with 

the profile scanner. Accordingly, Figure 2 shows the 

y-/z-measurement plane of the profile scanner with 

approximately 20.000 measuring points in one measurement 

profile. 

 

 

Fig. 2 Raw measurement profile with approximately 20.000 points. 

 

3.  Spatio temporal processing scheme 
 

The profile scanner determines a spatial and temporal 

component for every measured point, which corresponds to a 

spatio temporal acquisition of the structural members. 

However, the original measured values of the profile scanner 

are not directly usable for the monitoring of supporting 

structures, as they are not directly accessible and on the other 

hand not reproducible [3]. 

 

The measured values (organized in profiles) must therefore 

be analyzed in the context of the structural surface and local 

conditions. Due to the large number of measurement profiles 

belonging to a scan, this analysis has to be automated for 

efficiency reasons. 

For this purpose, a universally applicable processing 

scheme has been developed, of which the flowchart is 

depicted in Figure 3. The scheme subdivides into three parts: 

 

 The automatic analysis of the measurement profiles, 

 The profile-wise spatial processing, 

 The scan-wise temporal processing. 

 
The first step is the automatic analysis of the measurement 

profiles with the objective to eliminate all measured points 

not belonging to the structural surface and to segment the 

complex measurement profiles into simpler segments. This 

part of the spatio temporal processing scheme is presented in 

detail in [3] and [4]. 

 

Based on those simplified profile segments a profile-wise 

spatial processing can be implemented for example as an 

approximation with spatial clustering, B-spline functions [5], 

wavelets [6] or others. Those spatial processing approaches 

are extensively discussed in [3]. 

The choice of the different processing approaches 

depends heavily on the structure to be examined. In principle, 

it can be differentiated into two categories: smooth surfaces, 

as in the investigations of wind turbines in [7] or structured 

object surfaces, which can occur at steel bridge structures [4].  
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In case of smooth surfaces, the selection of the evaluation 

strategy is relatively free and depends mainly on the 

evaluation target, such as the use of continuous functions 

for the determination of eigenmodes or the formation of 

spatial cluster for the calculation of eigenfrequencies of the 

supporting structure. 

 

Profile-wise spatial processing

Scan-wise temporal processing

Verification of the approximation of the 
structural profiles.

Uncertainty determination in time series of the 
approximated structural profiles.

At rest

Standard deviation in 
the time domain

Approximation of the structural profiles. Profile-wise uncertainty of the approximation.

Measurement profile

Structural member profiles

Time series of approximated structural points + uncertainties

Automatic analysis of measurement profiles

Level 1: Identification of structural points

Removal of all measuring points not belonging to the structural surface.

Level 2: Segmentation

Transition from complex measurement profiles to simple structural segments.

In motion

Median of absolute 
deviations (MAD)

in the wavelet domain

Verification of the uncertainty

 

Fig. 3  Spatio temporal processing scheme. 

 
Independent of the profile-wise spatial processing method, 

after the following scan-wise temporal processing, the 

final results are time series of approximated structural points 

and corresponding uncertainties. These can be used as a 

starting point for investigations that optimally capture the 

deformation behavior both in terms of space and time, thus 

forming the basis for the monitoring of supporting structures 

with a profile scanner. 

 

In the following the application of the spatio temporal 

processing scheme will be reviewed in detail with two very 

different examples, which vary not only in the before 

mentioned difference of the supporting structures surface, 

but also in the occurring deformation signals: 

 

 Example 1: A steel bridge with a heavily structured 

surface (Chapter 4) whereas the analysis 

concentrates on quasi static deformations. 

 

 Example 2: A steel bridge with a smooth surface 

(Chapter 5) whereas the analysis concentrates on 

the dynamic deformation component. 

 

 

4.  Example 1: Single-tracked railway bridge 

over the Flanitz at Klingenbrunn 

 
The examined engineering structure is an over one hundred 

year old single-tracked railway bridge with a span of just 

under 20 m. The main beams are designed as solid steel 

girders and only sit on the two abutments, see Figure 4. The 

bridge was subsequently extended by two footpaths, which 

are connected with the actual bridge only at the abutments. 

 

 

Fig. 4  Side view of the single-tracked railway bridge. 

 
The measurements took place during ongoing railway 

operations. The trains were Regio-shuttle RS1 with an empty 

weight of approx. 41 tones and a speed at the bridge crossing 

of approx. 30 km/h. The individual passages are therefore 

distinguished mainly by the direction of travel and the 

number of used wagons. 

With the profile scanner two different measurement 

configurations have been recorded which will be reviewed in 

the following: 

 

 Along the bridge axis on the main girders (4.1), 

 Perpendicular to the bridge axis in the middle of the 

bridge (4.2). 

 

4. 1 Analysis of the main girders along the 

bridge axis 

 
Figure 5 shows a schematic longitudinal section through the 

bridge structure along one main girder. Since the two main 

girders are identical in construction, this figure is 

representative for both of them. The main girders consist of 

two steel full-wall beams, which are connected in the middle 

of the bridge. To connect and stabilize the two parts of the 

main girders they are additionally stiffened to the middle of 

the bridge. This is greatly exaggerated in Figure 5 by the 

increasing thickness of the main girder. 
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Fig. 5  Schematic longitudinal section through the main girder of the 

single-tracked railway bridge. 

 
In Figure 6 the result of the automatic analysis of an 

exemplary measurement profile is shown for the first 

configuration. According to the statements of Chapter 3, the 

automatic analysis of the measurement profiles removes 

erroneous measurements as well as disturbing structural 

details. Following this, the structure of the surface is 

segmented based on its details. In Figure 6 the measurement 

points belonging to the resulting structural segments are 

highlighted in color from the original profile measurement 

(in blue). In this case, the surface structure of the main 

girder leads to a segmentation into eight parts. 

 
The results of the automatic analysis of the measuring profiles 

are so-called structural segments, which have to be further 

processed for the spatio temporal determination of the vertical 

deformation, see Figure 3. In this case an approximation with 

continuous functions such as B-splines or wavelets is not 

useful, due to the spatially limited segments. Therefore a 

spatial clustering is carried out in the following. 

 

The measuring points within such a spatial unit are jointly 

processed with the aim of producing a derived representative 

per cluster. With this simple definition, spatial clustering is an 

almost universally usable processing approach, whose 

computing power is very low, especially if, as in this 

example, the cluster representative is formed from the mean 

value. 

The definition of the cluster size is realized using the same 

angle ranges. Thus, in this case 71 clusters are created, which 

are highlighted in Figure 7 in color. The spatial extent of the 

clusters vary between 0.1 m and 1.4 m, but the number of 

measuring points included in every cluster is almost constant. 

This offers the advantage that the measuring time for all 

clusters is about the same duration and thus the uncertainty 

due to the sequential measurement has the same magnitude. 

 

 

 

Fig. 6  Automatic segmented measuring profile along a main girder. 

Fig. 7  Spatial clustering based on the automatic segmentation.
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By processing the spatially distributed clusters, the transition 

to a spatio temporal representation is created, see Figure 8. 

The top chart shows the time series of a cluster 

representative in the middle of the structure. 

In the six diagrams underneath exemplary epochs of the 

space-time representation are shown on the right side. On 

the left side, the corresponding position of the train is shown 

on the bridge. The position at which the time series shown in 

the top chart was evaluated, is additionally marked with a 

blue arrow.  

The assignment of the cluster representatives within the 

epochs of the spatial representation (right side) to the bridge 

structure in Figure 7 is possible on the basis of the consistent 

coloring of the clusters and their representatives. The 

temporal mapping of the six spatial representations can be 

done using the time stamps or the corresponding coloring of 

the markers in the top chart. 

 

In combination with the situational sketches, the top-level 

diagram is used to illustrate the general sequence of the train 

crossing: 

The load of the wagons is divided between the two 

bogies, so that the double wagon shown in this example has 

four load points, the middle two of which are so close that 

these two can be combined. The following considerations 

therefore assume three load points with different loads. 

Since the distance of the bogies with 17 m is almost as large 

as the span of the main beams with 19.6 m, there is usually 

only one load point on the bridge at the same time. 

Accordingly, the time series of the z-coordinate of the 

cluster representative in the upper diagram in Figure 8 

shows three local minima. The maximum deflection (middle 

minimum) occurs when the rear bogie of the first wagon is 

located on the bridge together with the front bogie of the 

second wagon (middle load point). The other two local 

minima are caused by the other bogies of the front or rear 

wagon. 

 

In the six epochs depicted in Figure 8, the relative changes 

of the bridge form are illustrated. This shows that the 

bending line, as expected, takes on a different shape 

depending on the position of the bogies of the wagons on the 

bridge: 

 

1. The green epoch shows the situation after the front 

bogie of the first wagon has been driven onto the 

bridge. The amplitude of the bending line is low 

and the shape is asymmetric according to the train 

position.  

 

2. At the time of the blue epoch, the first bogie of the 

first wagon is located directly in the middle of the 

bridge, which at this time is the first local 

minimum. The shape of the bending line is 

symmetrical around the center of the bridge with a 

maximum amplitude of 5 mm. 

 

 

 
3. In the turquoise epoch the first partial relief of the 

bridge is shown. The first and second load points are 

symmetrical to the center of the bridge at the two 

bridge edges, which also creates a symmetrical bend 

line characterized by two load points. An almost 

constant deflection of 2 mm is achieved over a total 

area of about 9 m. 

 

4. The black epoch shows the maximum load on the 

bridge through the central load point (two bogies). 

The maximum deflection of nearly 8 mm occurs in 

the middle of the bridge. However, the load situation 

corresponds to the blue epoch but with a higher load. 

In the area of the y-coordinate of 3.5 m, some cluster 

representatives have a greater deflection than would 

be expected for a homogeneous bend line. This is the 

border area of the fourth structural segment from the 

right, compared to Figure 7. 

 

5. The magenta epoch shows a very asymmetrical 

bending line, since during the double-load point just 

leaves the bridge, the last bogie is not yet in the 

middle of the bridge. 

 

6. The time of the red epoch shows the situation just 

before the last bogie leaves the bridge. The shape of 

the bending line is similar to a mirrored version of 

the green epoch. 
 

The spatio temporal processing allows the acquisition of the 

entire surface structure within a profile. Therefore it is 

possible to directly measure the complete bending line, and 

also to detect deviant behavior of individual profile segments, 

as seen exemplary in the black epoch in Figure 8. 

Such model disruptions can be detected with profile 

scanner measurements, due to the high spatial resolution. In 

comparison this is not possible with classical sensors for the 

monitoring of bridges, because the density of the discrete 

measuring points is much sparser. 

Therefore the decision for those discrete measuring 

positions has to be planned based on appropriate prior 

knowledge about the supporting structure or on the theoretical 

deformation behavior. 

The usage of profile scanning has the advantage that there 

is no need for such a great effort for the measuring planning. 

On the contrary it offers high flexibility combined with low 

planning expenses. 
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Fig. 8  Spatio temporal representation of a train crossing with two wagons. Top graph: Time series of a cluster representative for the classification 

of the individual epochs of spatial representation. The remaining six illustrations correspond to the spatial representation of a defined point in time 

during the crossing (epochs). 

Journal of Geodesy, Cartography and Cadastre   -   ISSN: 1454-1408

- 6 -



  
 

 

 

4. 2 Analysis of the main girders 

perpendicular to the bridge axis 

 
In addition to the evaluations of the vertical component 

shown in the previous analyses, the horizontal 

deformation of the bridge can be recorded in particular 

with the measurement of the configuration 2. The 

following versions are therefore concerned with the 

evaluation of this configuration, which was measured 

perpendicular to the main bridge axis. The focus lies on 

the simultaneous recording of the horizontal deformation 

of both main girders.  

The position of the bridge in a curve, creates in 

addition to the vertical deformation also a horizontal 

deformation of the main girders. This is caused by the 

combination of the centrifugal force due to the curve 

position of the bridge and the sine run of the train [8]. 

 

To determine the horizontal deformation, a modified 

automatic analysis of the measuring profiles must be 

carried out, wherein the analysis focuses on the 

y-coordinate values. Based on the resulting segmentation, 

a spatial clustering takes place, the result of which is 

shown in Figure 9.  

 

 
Here, too, the cluster definition takes place over the same 

angle range, so that all clusters contain approximately the 

same number of measuring points. 

 

For the determination of the horizontal deformation of the 

two main girders, the blue cluster is selected on the main 

girder 1 and the orange cluster on the main girder 2 as 

representative examples. Both cluster have a vertical 

extension of approx. 0.15 m and include approximately 

80 points. 

 
Figure 10 shows the time series of the cluster 

representatives of the blue and orange cluster from 

Figure 9. Both time series are divided into three parts: 

before the crossing, during the crossing and after the 

crossing, which are visually separated from each other by 

black lines. 

 

The uncertainty for the y-coordinate of the two cluster 

representatives can be determined from the cut-outs 

before and after the crossing (without load) in the time 

domain. The blue time series results in a standard 

deviation of approx. 0.13 mm and the orange time series 

results in a standard deviation  of approx. 0.11 mm. 

 

 

Fig. 9  Spatial clustering based on the automatic segmented profile in configuration 2. 

Fig. 10  Time series of the cluster representatives for the blue and orange cluster.
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Using these results, the cutout during the crossing is 

denoised (wavelet denoising) and the result is 

superimposed on the actual deformation signal in black. 

In both time series, the horizontal deformations can be 

verified which are induced by the forces from the bogies 

of the train. The main carrier 1 (outside of the curve) has a 

maximum horizontal deformation of over 0.5 mm at the 

crossing of both bogies. For the main carrier 2, the 

magnitude of the horizontal deformation is only just 

above the noise level. This shows that due to the position 

in the curve most of the horizontal load rests on the outer 

track. 

 

Due to the possibility of a combined registration of the 

vertical (Chapter 4.1) and horizontal deformation of 

supporting structures, the use of the profile scanner also 

provides the potential to capture information about the 

structural behavior in order to improve the planning of 

large measurement campaigns. For example, it can be 

preanalyzed whether the lateral deformations of the bridge 

distorts the results of other sensors culminating in the 

verification and even correction of the measurements of 

those sensors, see [9]. 

 

5.  Example 2: Trough bridge over the Aller 

 
The second monitored engineering structure is a newly 

built railway bridge over the Aller near Verden 

(Niedersachsen). The bridge is 380 meters long, consists 

of seven bridge spans and was executed as a joint less 

steel bridge. The maximum route speed is 160 km/h. 

All measurements took place on the eastern main 

beam of the bridge in longitudinal direction. The 

measured bridge span has a length of approx. 50 m, see 

Figure 11. 

 

In contrast to the single-tracked railway bridge from 

Chapter 4, the surface of the main beam has no 

structuring, so that the automatic analysis of the 

measurement profiles only creates one profile segment.  

 

 

 

 

Fig. 11  Trough bridge over the Aller. 
 
For this reason, all spatial processing methods presented 

in Chapter 3 are suitable for further analyses.  

 

Figure 12 depicts the results of the spatial clustering and 

the B-spline approximation for a single measurement 

profile on the eastern main beam between two supports. 

The profile points are divided into 100 spatial clusters 

and are appropriately colored. The expansion of the 

spatial cluster is again chosen in such a way that all 

cluster contain approximately the same number of profile 

measuring points (approximately 90 points each), which 

varies the cluster extent between 0.1 m and 4 m. 

In addition, a B-spline approximation is superimposed 

on the measuring points in black. For the theoretical 

background see e.g. [10], [11] or [3]. 

 

 

 

 

 

Fig. 12  Results of two processing methods: spatial clustering (colored) and B-spline approximation (black).
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Fig. 13  Time series of the z-coordinates of both processing methods at the y-coordinate -10.39 m and their differences. 

 
In order to compare the results of the two profile-wise 

spatial processing methods, the same positions on the 

supporting structure were evaluated. These positions are 

specified in this case by the representatives of the 

100 clusters and were also evaluated with the B-spline 

approximation. Therefore a total number of 100 time 

series distributed over the entire structure are available.  

In the upper diagram in Figure 13, the time series of 

the z-coordinates for both processing methods are shown 

exemplary for one position on the structural member 

(y-coordinate -10.39 m). It is a 50-second section of the 

crossing of a freight train, which was recorded with 50 Hz 

and contains therefore 2.500 measurements. 

The lower diagram shows the differences between 

those two processing methods. Those differences do not 

contain any systematic effects and are mainly caused by 

the slightly larger noise level of the spatial clustering. 

This is why we only look at the results of the profile-wise 

B-spline approximation in the following. 

 

 

 

 
The time series in the upper diagram of Figure 13 consists 

primary of a low-frequency signal component due to the 

load of the train and a superpositioned high-frequency 

signal component due to the dynamic excitation of the 

bogies of the train. In the following, these two parts are 

called the quasi-static and the dynamic signal component 

of the time series. 

With the use of the multiresolution analysis (MRA) of 

the discrete wavelet transform for the time series not only 

noise can be eliminated, but it is also possible to separate 

frequency ranges. The MRA to be used decomposes the 

signal into individual frequency bands, see e. g. [12] or 

[13]. With the wavelet synthesis the wanted signal 

components can be reconstructed and thus, the transition 

from the total deformation to the dynamic signal 

component can be realized, see Figure 14. 

In the upper diagram, the black line shows the 

quasi-static signal component determined by means of 

wavelet decomposition/synthesis. The time series of the 

dynamic deformation component is shown in blue in the 

lower diagram. 

 
Fig. 14  Separation of the dynamic and quasi-static deformation component of the sample time series from Figure 13.
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Based on the separation of the quasi-static from the 

dynamic deformation component, two selected positions 

on the structural member are analyzed in the following. 

These are a position in the middle of the field 

(y-coordinate: -0.0 m, yellow) and approximately the 

quarter point (y-coordinate: -10.39 m, purple). These two 

positions are highlighted in the top chart in Figure 15 with 

colored dots and also in Figure 16 with colored lines. The 

choice of these positions is based on the theoretical 

eigenmodes of a simple beam [14], shown in Figure 16. 

This simple model can also be a good approximation for 

simple bridges.  

While in the middle of the beam the first eigenmode 

has its maximum, the second eigenmode has a zero pass. 

In the quarter point, however, the second eigenmode has 

its maximum, while the amplitude of the first eigenmode 

decreases. 

 

In the diagrams shown below in Figure 15, the dynamic 

deformation components in the time series of the 

individual positions are shown on the left side and the 

corresponding amplitude spectra on the right side. For the 

two positions on the structure, three ranges can be 

identified in the amplitude spectra, in which frequencies 

occur above the noise level: approximately at 2-3 Hz, at 

5 Hz and at 8 Hz. 

 

 

 
First Eigenform

Second Eigenform

 

Fig. 16  Theoretical eigenmodes of a beam. 
 

The so far considered time series underlying the 

amplitude spectra include the train crossing, as well as 

areas in which the supporting structure is at rest and also 

the free decay process of the structure. Therefore it is not 

possible to make a valid statement about the association 

of those frequency ranges to the natural frequencies. In 

principle, you can only see that certain frequencies within 

the time series have occurred at least temporarily. 

 

To avoid this problem we will concentrate on a shorter 

part of the time series: the free decay process after the 

train left the monitored bridge span. Due to the high 

spatial resolution of the profile scanner we can 

simultaneously widen our view in the context of spatial 

resolution. 

 

 

Fig. 15  Dynamic deformation component in the time- and frequency domain at two discrete points of the bridge span. 
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The two position representation in Figure 15 corresponds 

to the traditional analysis of classical sensors used for the 

monitoring of bridges. However, the almost space-

continuous detection of the structural surface with the 

profile scanner can be used to view the entire bridge span 

in detail, maintaining a temporal resolution of 20 ms, for a 

corresponding waterfall representation see Figure 17.  

On the x-axis the position on the structure is shown, 

on the y-axis the frequency range (limited to the relevant 

area up to 12 Hz) and on the z-axis the magnitude of the 

amplitudes is plotted.  

 

Thus, the free decay process is represented in the 

frequency domain for the entire bridge span.  

In Figure 17 significant amplitudes occur only at the 

frequencies of 3.1 and 8.3 Hz. The previously occurring 

amplitudes at 5 Hz and the secondary maxima in the 

frequency range around 3 Hz are, however, no longer 

existing, compared with Figure 15. 

Hence, it can be concluded that 3.1 Hz is the first 

natural frequency (eigenfrequency) and 8.3 Hz is the 

second natural frequency. Since the associated distribution 

of the amplitude maxima corresponds mostly to the theory 

as seen in Figure 16. 

 

 
This is further confirmed by the phase position of the 

occurring frequencies, which is constant for 3.1 Hz 

(first natural frequency) over the entire structure, while 

the phase position for 8.3 Hz (second natural frequency) is 

symmetrically to the middle of the bridge, but with 

inverse sign. 

However the amplitudes of the likely second 

eigenmode increase on both sides till the end of the 

measured bridge span. According to the theory from 

Figure 15 there should be a decrease in amplitude 

beginning at the quarter point till the support. This 

difference between the theory and the profile scanner 

measurements is likely caused by the too simple model, 

which does not take the real support conditions and the 

fact that the bridge consists of seven bridge spans into 

account. 

Those differences can only be evaluated with the high 

spatial resolution of the profile scanner. Otherwise only 

measurements at predefined points are carried out in most 

cases according to the theory, like the graphs depicted in 

Figure 15. 
 

 

 

 

 

 

 

Fig. 17  Amplitude spectra of the dynamic deformation component for the free decay process of the monitored bridge span. 
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6.  Conclusions  

 
Those two examples demonstrate that a non-contact 

measuring system like a profile scanner can capture 

temporally variable structural deformations more 

efficiently and in a much higher spatial resolution than 

typically used sensors for the monitoring of supporting 

structures. Furthermore it is possible, with the presented 

measurement and evaluation methodology, to reach 

uncertainties of nearly the same scale as generated with 

classical discrete measurement sensors.  

 

Due to the high spatial and temporal resolution large 

amounts of data are recorded. For practical use, this 

implies that the automatically collected data needs a 

largely automated processing and quality assessment.  

With the spatio temporal processed data basis it is 

possible to derive deformation measurements at nearly 

any desired position within a supporting structure profile 

(post mission). Therefore the dependence on prior 

knowledge about the structure or on the theoretical 

deformation behavior is greatly reduced. That applies to 

the measurement planning as well as the analysis of the 

deformation behavior.  

The adaptable spatial resolution furthermore enables 

the detection of model disruptions or deviant behavior of 

parts of the supporting structure. Thus, it is possible to 

verify structure models and to improve their predictive 

quality accordingly. 
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Abstract  
 

Angle readings from Robotic Total Stations (RTS) can be 

acquired with a very high update rate in comparison with 

the update rate of the distance measurement. For short 

ranges these readings can be considered more accurate than 

the distance measurements. The currently presented system 

makes use of this feature and combines measurements 

captured from two Leica high precision RTS that have 

Automatic Target Recognition (ATR) sensors in order to 

determine the position of a moving reflector in real time 

based solely on angles. Both RTS are stationed in the same 

coordinate reference frame and controlled by a central 

computer running a LabVIEW program. It retrieves the 

angle measurements and calculates the current position of 

the moving reflector based on angle intersection principles. 

This increases the positioning frequency of the RTS system 

to 20 points/second, which is twice as fast as the normal 

tracking mode of these specific RTS. A miniature railway 

and trolley are used to move the studied reflectors. 

In the first tests, different positions of reflectors placed on a 

stationary trolley are determined and compared to positions 

coming from classical measurements of angles and 

distances. The differences are in this case less than 1 mm. 

Further experiments, present the achieved position in 

kinematic mode by means of lateral deviations to a 

reference line, leading to an average value of 2.1 mm for 

the 360° reflectors and 3.3 mm for a normal reflector.  
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1.  Introduction  
 
Angle measurements can be considered the oldest means of 

determining the position of a remote object. These are used 

for purposes that vary from determining geodetic networks to 

close range photogrammetry.  

The principle of angle intersections is nowadays mostly 

utilized in Theodolite Measurement Systems (TMS) that 

imply simultaneous measurements from at least two 

theodolites. After establishing a common coordinate 

reference system, the measured angles are used to calculate 

the 2D or 3D position of the desired objects. Depending on 

the distance between the theodolites and the angle 

measurement accuracy, very high accuracies are achievable. 

For example, with a base length of 10 m and angle 

measurement standard deviation of 0.7 mgon, objects up to 

10 m can be determined with a precision of 0.3 mm 

(Hennecke et al., 1992). This is possible for nonmoving 

objects only. In order to extend the functionality of such a 

system to a kinematic application, the theodolites must be 

capable of following the moving object and delivering the 

raw data for processing in real time. Even though the idea is 

not new, there are, to our concern, few or tangential 

publications on this topic.   

A RTS has a tracking function that can be used in 

combination with a reflector to reach the aforementioned 

purposes. For short ranges, accuracy of the point position is 

mostly influenced by the distance measurement. In 

comparison with the distance measurement, angle readings 

are available with a much higher update rate. In real time 

kinematic applications that rely on a RTS for positioning, 3D 

coordinates are determined using angle and distance 

measurements. This fact limits the position update rate to the 

distance measurement update rate.  

In this paper, two Leica high precision RTS (TS 30 and 

TS16i) that are equipped with Automatic Target Recognition 

(ATR) sensors are used to deliver angle measurements to an 

external computer that calculates the position of a moving 

reflector in real time based solely on angles. The functional 

model and hardware implementation are explained in detail 

in the second part of the article.  

Experiments undertaken in laboratory conditions, present the 
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achieved position of several reflectors placed on a moving 

trolley running on a miniature railway. This simulates a 

kinematic application that can resemble guidance and 

control processes for construction machines. The results are 

afterwards compared with measurements taken in static 

mode and tracking mode. Further enhancements and 

examples of possible applications are given in the last part 

of the paper.  

  

2.  Functional model and hardware 

implementation 

 
Starting with the middle 80’ electronic TMS became 

popular on the market as a solution to the high precision 

demands of industrial measurements. In Bill (1985) 

information about the functioning principles and first 

available hardware and software solutions from the 

companies Keuffel & Esser (Breithaupt), Kern, Zeiss and 

Wild has been published. In the same publication, examples 

of applications have been given and it can be commonly 

accepted that since then, the components of a TMS have 

seen many enhancements, but the principles remained 

basically the same. 

The currently presented system resembles a TMS, but 

certain steps of the measurement and computation process 

are done differently. Figure 1 represents the setup with its 

individual components and computed or measured values 

needed for calculating the position of the moving target. In 

a first phase, RTS 1 will play the role of the system origin, 

thus fictionally receiving the coordinates (0,0,0) and the 

RTS 2 receives (0,b,Δz). 

 

 

Fig. 1 – System components and measured/computed values 

 
Intersection approach measures angular (direction) 

observations to the unknown position; with the measuring 

instrument occupying each of the known stations. It has the 

advantage of being able to position an unknown point 

which cannot be physically occupied (Awange et al., 2010). 

Nevertheless, in the presented system, the observed object 

needs to be accessible at least once when fixing the 

reflector. Afterwards, the only condition is that the line-of-

sight between each RTS and the reflector is not interrupted 

during the measuring process.   

Before the actual measurement, there are some steps that 

need to be followed. The 3D coordinates for both RTS need 

to be determined in a local or global coordinate system. 

There are multiple methods of doing this, but here a 

predefined known coordinate frame has been used to 

determine the station points through resection (Möser et al., 

2012). Besides the position of the RTS, the orientation of the 

coordinate system is fixed, too.  From this point on, several 

elements can be calculated. The 2D distance b is determined 

as the Euclidian plane distance between the two RTS and the 

height difference Δz by subtracting the two heights.  Also the 

orientation angle t12 between the origin RTS and the second 

RTS is calculated with help of coordinates. 

The next step implies calculating the plane angles α and β 

with the help of the orientation angle in each point of time as 

follows: 

 

𝛼 = 𝑡12 − 𝑟1𝑃       𝛽 = 𝜋 − 𝑡12 + 𝑟2𝑃 

 

where r1P and r2P are the directly measured directions from 

the RTS to the observed point P. 

Having these, the relative coordinates may be delivered by 

the following equations (Kahmen, 2006): 

 

∆𝑥 = 𝑏 ∙
sin 𝛼 ∙ sin 𝛽

sin(𝛼 + 𝛽)
     ∆𝑦 = 𝑏 ∙

cos 𝛼 ∙ sin 𝛽

sin(𝛼 + 𝛽)
        

   

∆𝑧 =
1

2
∙ (𝑏 ∙

sin 𝛽 ∙ cot 𝑍𝐴 + sin 𝛼 ∙ cot 𝑍𝐵

sin(𝛼 + 𝛽)
+ ∆𝑧𝐴𝐵) 

 

These relative coordinates are available in a Cartesian 

Coordinate System (CCS) in which the origin is fixed in the 

optical center of one RTS, the y-axis is pointing horizontally 

the second RTS, the x-axis is perpendicular on the y-axis and 

the z-axis corresponds with the plumb line of the first 

instruments. Due to this fact, absolute coordinates of the 

observed point are retrieved only after a transformation. One 

simple method implies transforming the plane coordinates 

with the aid of the rotation angle between CCS and the 

absolute or local coordinate system in which the RTS were 

stationed as follows: 

𝜑 = 𝑡12 −
𝜋

2
 

𝑋𝑃 = 𝑋𝑂 + ∆𝑥 ∙ cos 𝜑 − ∆𝑦 ∙ sin 𝜑 

𝑌𝑃 = 𝑌𝑂 + ∆𝑥 ∙ sin 𝜑 + ∆𝑦 ∙ cos 𝜑 

𝑍𝑃 = 𝑍𝑂 + ∆𝑧 

 

All these equations yield the functional model that is 

implemented in the LabVIEW graphical programming 

interface. Some input parameters like the coordinates of the 

RTS and implicitly basis length and orientation do not 

change during the measuring process. These are considered 

error free, even though this is not entirely true even in 

laboratory conditions. Other elements like the directions and 

zenith angles are constantly changing during the 

measurement process. In order to accomplish these tasks, the 

two RTS are connected via a serial connection RS232 to the 

computer running LabVIEW. A constant inquiry about the 

current status of the RTS takes place and as a response, the 
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two angles are retrieved. In comparison with other 

connections, the serial one is preferred due to its 

standardization and simplicity of use (Georgi & Metin, 

2007). This is also facilitated from the RTS manufacturer’s 

side through the Leica GeoCOM interface which permits 

server-client based interactions (Leica Geosystems, 2018). 

The GeoCOM command used for the angle measurement is 

TMC_GetAngle5. If more information about each angle 

measurement is needed, the command TMC_GetAngle1 

can be used to obtain internal or instrument specific 

information, but for the present case most of that 

information is redundant.  

None of the above described implementations would have 

made sense if the ATR Module in the RTS had not tracked 

the reflector with a high frequency of about 20 Hz. This has 

also been tested and proved in Lienhart et al. (2017). 

Shortly described, a laser beam is emitted and based on the 

projected laser spot that returns from a reflector on the 

CMOS-Picture-Sensor, the difference between the reflector 

center and crosshair center can be calculated and reduced to 

0 by guiding the telescope. Considering that the processing 

in the ATR module takes place with a speed of up to 200 

picture segmentations per second, following a reflector is a 

stable process even at short ranges (Stempfhuber & 

Kirschner, 2008). The Leica TS30 has an ATR Module and 

the Leica TS16 benefits from the enhancements of the 

ATRPlus Module. For more specific technical information 

about these developments, the reader should consult 

Stempfhuber & Kirschner (2008), Grimm et al. (2015) and 

Kleemaier et al. (2016). 

Another decisive factor worth mentioning is the reflector. 

Usually, 360° reflectors are used in tracking applications 

due to the flexibility offered by the angle of incidence 

between line-of-sight and reflector. Nevertheless, due to the 

constructive solution of these reflectors, mostly made out of 

six bundled single prisms, there are several negative 

influences on the measurements of horizontal respectively 

vertical angle and slope distance. These lead to, depending 

mostly on how the 360° reflector is rotated, systematic 

position falsification of up to 8 mm; a fact proved in 

Lackner & Lienhart (2016). It is mostly due to double 

reflections at close ranges of the same reflector on the 

CMOS-Picture-Sensor; in this case the telescope may be 

directed to the ‘‘false’’ reflector center. A solution to 

overcome this issue is to use a normal reflector which is not 

subject to such systematic errors, but the disadvantage is, 

that the maximum incidence angle at which ATR still 

functions is around 50gons. If only one RTS is needed in 

the tracking application, there are some possible solutions 

of using a normal reflector and adapting it to a sensor 

platform that actively turns to always face the observing 

instrument (Horst & von Gösseln, 2012). Normally such 

enhancements are used for active targets working in 

combination with laser trackers.   

After having the hardware and software components set up, 

several experimental measurements were made to firstly 

test the system and secondly have an idea about the offered 

accuracy based on comparisons between the different 

measurement modes.   

 

3.  Experiments 

 
Three different Leica reflectors were put to test in two 

measurement setups (figure 3). The main difference between 

them is the position of the two RTS with respect to the 

reflectors. In case 1, a normal reflector cannot be adequately 

tested due to the increasing angle of incidence when the 

reflector is approaching the base. After a certain point, the 

ATR Module cannot track the reflector anymore; therefore, 

case 2 is studied to evaluate the system with a normal 

reflector. In case 1 the base (b) has around 4 m and case 2 it 

is reduced to 1.5 m. The distances to the moving reflectors 

vary in both cases from 1 m to 3 m. 

 

Fig. 3 – Measurement setups used to test the functionality of the system 

 
In each case, the reflectors were mounted on a trolley (figure 

4) that can be manually shifted on a miniature railway in two 

directions. This was chosen mainly for two reasons: 

 ease of testing and repeatability 

 resemblance to mobile measurement systems that 

rely on total station assisted measurements e.g. 

(Amberg Technologies, 2018). 

 

Fig. 4 – Miniature trolley with the used reflectors (from left to right: 

Leica Miniprisma GMP111, Leica 360° Miniprisma GRZ101, Leica 

360° Prisma GRZ122) 
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After the resection has been completed for both RTS, the 

coordinates of the station points can be introduced or 

uploaded; the user must manually aim the target once and 

the connection can be started. From this point on, based on 

the calculated and measured values, the program delivers 

the position of the reflector with an update rate of 20 Hz. 

After terminating the program, the user can save the data 

for further analysis.  

 

3.1 Static test 

 

To verify the calculated coordinates, several points where 

measured while the trolley was stationary. These values 

were compared to the position obtained from a normal 

measurement (angles and distances) from each RTS. As it 

can be seen in table 1, the differences are very small, all of 

them having a magnitude of less than 1 mm. Even though a 

functional relationship between the intersection angle γ and 

these differences was expected, this test has yielded 

inconclusive results. The theoretical aspects for an optimal 

configuration regarding basis, angle and distance to the 

observed objects can be read in Kersting (1987).  

 
Table 1 Differences between polar measured positions on the 

miniature railway and angle determined positions in static mode 

Point 
dX 

(mm) 
dY 

(mm) 
dZ 

(mm) 
Intersection 

Angle(γ) (gon) 

GRZ101-1 0.03 -0.75 0.08 93 

GRZ101-2 0.25 -0.95 0.34 110 

GRZ101-3 0.70 -0.75 0.40 133 

GRZ101-4 -0.55 -0.45 0.35 165 

GRZ122-1 -0.25 0.40 0.30 93 

GRZ122-2 -0.85 -0.35 0.30 110 

GRZ122-3 -0.33 -0.83 0.20 132 

GRZ122-4 -0.18 -0.50 0.32 165 

GMP111-1 0.35 0.10 0.00 29 

GMP111-2 -0.40 -0.07 0.01 31 

GMP111-3 -0.95 0.17 0.15 31 

GMP111-4 -0.39 0.20 -0.03 28 

 
The errors are well below a mm for all coordinates 

components; mainly they are on a tenth-mm level. 

Consequently, it can be assumed that the functional model 

leads to reliable positioning for static reflectors.  

 

3.2 Kinematic test 

 
For the kinematic tests, a reference was defined as measure 

of comparison. This reference is a straight line that best fits 

several points measured along the miniature railway in a 

stable state of the trolley. In such applications, lateral 

deviations are a good indicator for the achieved positioning 

quality. Therefore, each single point measured during the 

trolley movement is projected onto the reference line and 

the resulting distance is colorized depending on its 

magnitude. Figure 5 represents the lateral deviations with 

regard to the reference line for each reflector. 

 

 

Fig. 5 – Lateral deviations with the position obtained in real time via 

angle measurements only (magnified 25x) 

 
After the first tests, a systematic effect on the lateral 

deviations has been observed. The determined positions were 

all directed towards the TS30. This lead to the conclusion 

that the two RTS are not delivering data simultaneously, 

therefore synchronization of the data transfer rate needs to be 

achieved. Unlike in Schwieger et al. (2010) where the 

position of a point is influenced by internally (RTS) 

synchronized angles and distances, here the synchronization 

problem is extended to the whole system comprised of the 

RTS.  

Analyzing the data of both RTS, a time delay of 50 ms for all 

TS30 angles was empirically derived and afterwards applied 

in the software. This leads to an average lateral deviation in 

case 1 of 2.1 mm with the maximum deviation of 7 mm. In 

case 2 using the reflector GMP111 lead to an average lateral 

deviation of 3.3 mm. Simulations show that lateral deviations 

based on the angular measurement accuracy in this case 

should be smaller than 1 mm, but this was not reached. Even 

after applying the time offset correction, the majority of the 

positions in case 2 were directed towards the instruments. 

Because reflector has a limited aperture angle (~30°), the 

RTS showed difficulties of following it after a certain 

position.   

During the tracking process angles are continuously used for 

position determination, but if one of the RTS receives a 

doubtable reflection (e.g. another reflector in the 

background) it shortly searches for the reflector again, fact 

that falsifies the position for short moments of time. Even if 

the search window is very narrow, the movements opposite 

to the travelling direction lead to outliers.  

An independent test has been performed for the two cases, 

with one RTS set in synchro-tracking mode. This is what 

normally occurs when a single RTS is used for guidance and 

control. The single points are then obtained as polar points. 

Only the positions from one RTS in tracking mode (Leica 

TS30) are represented in the same way as before (figure 6). 
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Fig. 6 – Lateral deviations with the position obtained in synchro- 

tracking mode via angle and distance measurements (magnified 25x) 

 
A first observation is that all the lateral deviations of the 

points obtained in the tracking mode are smaller for all 

reflectors. The mean value of the lateral deviation for both 

360° reflectors is 1.3 mm and for the miniprism 2.0 mm. In 

these specific conditions, the results are better than the ones 

obtained with the angles only measurements. A 

disadvantage is that the maximum measurement frequency 

is 10 Hz, but after analyzing the data, an average of only 6 

Hz was reached in reality. Currently, high-end RTS that 

reach a maximum measurement frequency of 20 Hz are 

available on the market, but the present study dealt only 

with the presented RTS. 

 

4. Conclusions  

 
One of the main goals of this work was to present a 

possibility of increased position determination rate with the 

aid of angle measurements only received from a network of 

RTS (Kerekes & Schwieger, 2018). A LabVIEW program 

has been developed to connect the two RTS and based on 

principles of TMS, to deliver the position of a moving 

reflector with an update rate of 20 points/second. This is the 

current state of the developed system and further 

improvements are under research. 

The synchronization issues that were encountered are not 

entirely resolved because there are many sources that affect 

the data flow. Solutions presented by Thalmann & Neuner 

(2018) in which Network Time Protocol is used to 

synchronize sensors  may be adopted to determine the time 

offset and drift if these are present. Another possible 

improvement is a data filter that would automatically 

eliminate positions during the searching phase, therefore 

eliminating biased positions of the reflector.   

A system that presents one order of higher accuracy degree 

can be used to establish a reference and help at calibrating 

the system. Lerke & Schwieger (2015) used measurements 

from a laser tracker as reference values to determine possible 

systematic errors and evaluate the positioning quality. 

Nevertheless, if the desired accuracy is within the current 

limits (under 5 mm), the system can serve as a positioning 

sensor for kinematic application or guidance and control of 

machines, unmanned aerial vehicles or robots that are 

depending on a high position update frequency. In the 

context of building fast and efficiently, such systems may be 

used in combination with fast moving construction machines 

that benefit from a high positioning update rate. This 

generally reduces the control process.  

All in all, advantages of the presented RTS System are 

flexibility, good positioning quality and high update rate of 

up to 20 Hz while facilitating the use with little or no user 

interference.  
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Abstract 
 

The National Oceanic and Atmospheric Administration's 

(NOAA) National Geodetic Survey (NGS) will be updating 

the National Spatial Reference System (NSRS) for the 

United States in 2022. Four Terrestrial Reference Frames 

(TRF's) will be defined based on the available ITRF in 

2020. Euler Pole Parameters (EPP) will be determined for 

each frame to capture most of the horizontal plate motion. 

An Intra-Frame Velocity Model (IFVM) is required to 

account for any residual horizontal and all vertical motion 

within these frames. These are essentially deformation 

models but can be extended across the plate boundaries for 

practical purposes. Hence, the use of Intra-Frame instead of 

Intra-Plate. This paper will cover significant aspects of the 

IFVM that rely on increasingly sophisticated (and 

complicated) techniques for capturing the motion within 

each TRF. Simply gridding the National CORS network is 

the easiest and least accurate approach. The most 

complicated and potentially most accurate would be the use 

of InSAR. NGS must select the most cost-effective and 

accurate mechanism within the next few years to have the 

IFVM in place by 2022. 
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1.  Introduction 

 
NOAA’s National Geodetic Survey (NGS) is responsible for 

defining, maintaining and providing access to the National 

Spatial Reference System (NSRS) that is the U.S. SDI. NGS 

will update the NSRS in 2022 to align more closely with 

International Terrestrial Reference Frame existing at that 

time. The most recent realization is ITRF 2014 [1], and this 

may still be in use in 2022 [pers. comm. Altamimi 2018]. 

 

The NSRS in 2022 will consist of Terrestrial Reference 

Frames (TRF) covering all U.S. States and territories on four 

plates: North America, Caribbean, Pacific and Mariana. These 

four TRF’s will be the same as ITRF2015 at epoch 2020.0 but 

then diverge based on plate rotations and deformation models. 

 

This paper provides a general overview with an emphasis on 

deformation models that will describe the expected motion in 

each of the four frames. Further background is available in the 

NGS Blueprint Part 1, Blueprint Part 2, and New Datums 

webpage [6,7,8].  

 

2.  National Spatial Reference System (NSRS) in 

2022  

 
The NGS Blueprint Part 1 [6] serves as the primary reference 

for this update. 

 
Fig. 1 The four tectonic plates "fixed" for the 2022 terrestrial reference 

frame. 
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a.  Four Frames Tied to an ITRF 

Model 

 
The basic concept is that of a densified ITRF model with 

Euler pole transformations defined for each of the plates 

circled in Figure 1: North America, Caribbean, Pacific, and 

Mariana.  

 

At a definitional epoch, the four frames above (NATRF, 

CATRF, PATRF, & MATRF, respectively) would be 

identical to the reference ITRF model, presumably ITRF 

2014. The likely epoch would be 2020.0. Before and after 

that date, the four frames would rotate specific to their own 

Euler pole parameters that will be determined from a select 

set of Continuously Operating Reference Stations (CORS) 

on each plate. 

 

b. Foundation CORS (FCORS) 

 
Most CORS represent voluntary contributions from outside 

groups. NGS makes data available from nearly 2000 such 

sites on its website. NGS is responsible for managing and 

archiving the data, but has little authority to actually 

maintain and upgrade such sites. NGS actually operates only 

about 40 stations, which are actually focused on missions 

other than that for NGS.  

 

As such, NGS will be divesting itself of these other sites 

with the intent to develop NGS-owned sites that will serve 

as fiducial control sites of the NSRS – which is a part of the 

NGS mission. These select CORS sites will serve as the 

Foundation for the NSRS in the U.S. Hence, they are termed 

Foundation CORS (FCORS). 

 

 
Fig. 2 Prospective sites for Foundation CORS. All circles are 800 km 

radius and color coded for sites collocated with other space based 

technique), Euler pole determination, improving spatial density, and 

additional sites. 

 

c. Euler Pole Parameters 

 
Selection of the FCORS sites is critical as they provide the 

tie into the ITRF solutions. In turn, these sites serve as 

fiducial control for the preponderance of CORS sites. 

FCORS sites would be owned and operated by the NGS or 

NGS will have a specific memorandum in place to govern 

their treatment and maintenance. Figure 2 shows the likely 

candidates for FCORS. 

 

 
Fig. 3 Euler poles from ITRF 2008 and from a sample test. Changing 

which sites are included can shift the Euler pole coordinates and 

rotations significantly. 
 
Several of these FCORS sites will be utilized for determining 

the Euler pole parameters (EPP). The EPP are the latitude and 

longitude of the rotation point and the rotation rate around 

that point. The concept is that most motion in stable plate 

areas can be described as an angular rotation about a fixed 

point. It is likely that many CORS will also be utilized in that 

determination. There are certainly many CORS available for 

determining NATRF. Selection of which sites to use for this 

purpose can be difficult. Figure 3 highlights how changing the 

GNSS sites used in making the Euler pole determination can 

affect the Euler pole location. The IGS08 solution used a 

different set of GNSS sites than that for this test case. The 

offset between the EPP determined from the set of data in 

Figure 3 and that for the IGS08 would impact position 

determination at all sites. 

 

Hence, an international working group under the auspices of 

the North American Reference Frame (IAG SC 1.3c) will 

convene to determine optimal candidates for determining the 

EPP. The intent of NATRF is to support positioning 

throughout all of North America. Other sites will be 

incorporated such as those from Natural Resources Canada. 

Similar efforts will also be made in the Caribbean where a 

different set of issues must be addressed [4]. 

 

d. Intra-Frame Velocity Models (IFVM) 

 
The remaining area of concern is the residual velocity in each 

of these plates. In a larger sense, they are a part of the same 

problem. If highly accurate positions could be monitored on a 

periodic basis, then an accurate velocity model could be 

defined in that same frame. Many countries (e.g., Mexico) 

plan to adopt this approach, which is essentially a densified 

ITRF frame. However, for the U.S. case, we will remove most 
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of the motion with the EPP. The remaining motion within 

the frame is then the IFVM. This term is adopted because 

the frame may be extended over a plate boundary. For 

example in southern California, parts of the state are 

arguably on the Pacific plate. However, a North American 

frame would be applied to develop a consistent model over 

the conterminous United States. This will produce 

significant residual velocities that must be modeled. 

Additionally, EPP will not model any vertical motion (e.g., 

subsidence) at all. Hence, alternative mechanisms are 

needed to describe the IFVM. Possibilities include gridding 

the existing CORS network, gridding a densified horizontal 

and vertical network supplemented by geophysical 

modeling, and use of Interferometric Synthetic Aperture 

Radar (InSAR). The next section provides potential 

solutions for the IFVM. 

 

3.  Possible Solutions for the IFVM 

 

a. Gridding CORS 

 
By far, the simplest and cheapest approach would be 

gridding the extensive U.S. CORS network. NGS just 

recently completed reprocessing over 20 years of CORS 

data in order to align with ITRF2014. These data provide 

both horizontal (Figure 4) and vertical (Figure 5) motions 

throughout significant portions of the U.S. 

 

 
Fig. 4 Horizontal velocities in IGS14 (ITRF2014) frame after 

reprocessing over 20 years of CORS data. Grey areas lack sufficient 

data to be resolved. 
 

 
Fig. 5  Vertical velocities in IGS14 (ITRF2014) frame after 

reprocessing over 20 years of CORS data. Grey areas lack sufficient 

data to be resolved. 

 

However, this approach will only work if the density of 

points is equitable, which is not the case. Particularly with 

small regions where dynamic activity occurs (e.g., southern 

California), this approach fails to capture signal in between 

the control points. There are broader networks of GNSS 

available outside of the CORS [12,13] that may help improve 

the reliability of a GNSS-only approach. 

 

b. CORS Plus Geophysical Modeling 

 
Another approach would be to fill in signal between the 

GNSS control points using geophysical models. Snay et al. 

[11] produced the Trans4D model to this effect. Others have 

done likewise. This has the benefit of matching at the GNSS 

control used to access the reference frame while providing 

solid geophysical models to describe what happens in 

between. The control GNSS data constrain the geophysical 

models. However, the earthquakes and other physical 

phenomena will require episodic updates to such a model. 

Hence, it must be maintained regularly. 

 

c. InSAR 

 
The third possibility is the use on InSAR data to map changes 

in the surface of the Earth over time. This would result in an 

improved topographic map and associated velocities. Bekaert 

et al. [3] show how the Hampton Roads region of Virginia 

was thus modeled and describe the subsidence in the region 

very well.  

 

The Sentinel-1 satellites [2] are currently online and 

collecting InSAR data across most of the Earth’s surface. 

These models can help develop a densified ITRF 2014 

velocity model, essentially tracking movement anywhere on 

the Earth. However, some type of service is required to 

process the InSAR into some velocity model. Additionally, 

InSAR may not work in all areas. Mountainous regions or 

swamps are two regions that may be problematic. With the 

Rocky Mountains in the western U.S. and the southern 

swamps, this may not be ideal. 

 

In turn, the EPP for each of the four plates would be removed 

from this ITRF 2014 field to produce a plate specific IFVM. 

Because they are all defined from the same densified ITRF 

2014 model, it would be possible to rotate back through to a 

common epoch and express coordinates in an adjacent frame 

(e.g., determine the positions of islands off of California in 

the PATRF frame instead of the NATRF frame). This would 

also prevent any discontinuities in the velocity models near 

the edges of the plates. An IFVM will then account for 

remaining horizontal velocities and all vertical velocities. The 

remaining vertical velocities would represent motion in the 

frame likely tied to crustal deformation. Because an EPP 

model would only account for the continent-wide horizontal 

motion, all vertical motion would be expressed by the IFVM. 

 

4.  Summary and Outlook 

 
NOAA’s National Geodetic Survey continues to progress 

towards the release of four new frames in 2022 that will be 
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closely tied to most recent ITRF model at that period, which 

is likely to be ITRF 2014. They will be exactly aligned a 

reference epoch - possibly 2020.0. A model of surface 

velocities will be calculated from InSAR data from Sentinel-

1 and other sources in the ITRF 2014 frame. 

 

Euler pole parameters (EPP) will be determined from 

Foundation CORS and possibly some regular CORS sites on 

each plate to account for most horizontal motion. These EPP 

velocities would be removed from the common densified 

ITRF velocity model to produce a frame-specific set of 

velocities accounting for any remaining horizontal and 

vertical motions. The likely solution will be some 

combination of all with InSAR used in remote regions and 

GNSS augmented with physical models in more populous 

regions. 

 

NGS remains committed to delivering these reference 

frames in conjunction with updated vertical datums from 

geoid height models in 2022. The expected results of this 

update of the U.S. National Spatial Reference System is cm-

level accurate and precise positioning. This will be two 

orders of magnitude improvement over the current 

realizations of the NSRS realized by the North American 

Datum of 1983 and the North American Vertical Datum of 

1988. Furthermore, it will better align the U.S. NSRS with 

those of other nations in the region and around the world. 
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Abstract 
 

The church tower in Herrenberg (nearby Stuttgart) was 

monitored with leveling to identify the vertical sinking of 

the church tower. In recent years, some new cracks have 

been found on the church tower walls which could have 

been caused by the horizontal deformation of the church 

tower. To identify the both horizontal and vertical 

deformation of the church tower, Low Cost GNSS receivers 

were used. The key limitation factor for accuracy of GNSS 

(for short baselines) is the multipath effect. Besides, the 

antenna is very close to the tower walls. For this reason, the 

influence of the multipath effect will be analyzed and 

mitigated. Two measurement sessions were realized in May 

and July 2018, a deformation analysis was done. There are 

about 5% outliers in the time series, the 3 dimensional 

standard deviation of single measurement is about 20 mm. 

After reducing the multipath effect, the 3 dimensional 

standard deviation of single measurement is improved by 

about 45%. Deformation analysis shows significant 

deformation in the north and height component, although 

there should no significant movement between two 

sessions, since the movement is very slow and there is only 

about two months between these two sessions. 
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1.  Introduction 

 
Monitoring of artificial structures and natural objects is one 

of the main tasks of engineering geodesy. Low-Cost single-

frequency GNSS receivers are a cost-effective solution 

compared to traditional geodetic multi-frequency GNSS 

receivers, particularly for geodetic monitoring tasks where a 

high number of receivers are applied. Numerous preliminary 

investigations have shown that Low-Cost single-frequency 

GPS receivers can achieve similar results as geodetic GNSS 

receivers (Schwieger and Gläser 2005, Schwieger 2007, 

Schwieger 2008, Schwieger 2009, Limpach 2009, Glabsch et 

al. 2010), if the carrier phase measurements of the GNSS 

receivers are evaluated for short baselines, because the 

influences of baseline-length-dependent errors, such as 

ionospheric and tropospheric errors, can be mitigated for 

short baselines. However, the site-dependent errors, 

particularly the multipath effects, are the dominant errors of 

short baselines, particularly in shadowing environment. In 

practice, it is very often that observation points for GNSS 

measurements are not selectable, e.g. for the monitoring of 

high buildings or television towers, where are normally many 

reflectors there in the antenna vicinity.  

The church tower in Herrenberg (nearby Stuttgart in 

Germany) has a height of about 57 meter and was monitored 

with leveling to identify the vertical sinking of the church 

tower. In recent years, some new cracks have been found on 

the church tower walls which could have been caused by the 

horizontal deformation of the church tower. To identify both 

horizontal and vertical deformation of the church tower, Low 

Cost GNSS receivers can be used. There is only one pillar 

close to the tower walls which can be used for the GNSS 

measurement. This means that the multipath could heavily 

affect the accuracy of the measurement.  

Two sessions of GNSS measurements were carried out, the 

multipath effect was investigated and results of the 

deformation analysis will be shown in this paper.  
 

2. Test Description 

 
In this test, the U-blox C94-M8P Application Board (C94-

M8P 2018) which contains two NEO M8P-2 modules is used 

(one costs about 300€). NEO M8P-2 is a single-frequency 
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GNSS receiver. It can receive the signals from GPS, 

GLONASS and Beidou systems. However, it can only 

receive the signals from two of these systems at the same 

time, possible combinations are GPS+GLONASS and 

GPS+Beidou (NEO M8P-2 2018). For the measurements, a 

low-cost GNSS antenna (about 100€) Tallysman TW3710 

(Tallysman, 2018) was used which can receive GPS L1, 

GLONASS G1 and Galileo E1 as well as Beidou B1.  

To reduce the influence of multipath effects, a self-

constructed L1-optimized choke ring ground plane is used. 

In the preliminary research at the IIGS (Institute of 

Engineering Geodesy), self-constructed L1-optimized 

choke rings are developed for Trimble Bullet III GPS 

antennas. The combination of U-blox LEA-6T GPS 

receivers and this antenna with the L1-optimized choke 

rings can already reach an accuracy in the range of 

millimeters which is comparable to geodetic dual-frequency 

GNSS antennas and receivers (Zhang and Schwieger 2017). 

However, it should be noted that the choke rings can only 

reduce most of the multipath signals from the ground but 

not from vertical reflectors like walls.  

As shown in Fig. 1, the antenna was set up next to the tower 

walls (corner) of Herrenberg church tower. The horizontal 

distance from the antenna and the walls are about 0.5 m. 

Due to the close distance to the tower walls and much 

multipath effect should show dominating influence. The 

antenna height is about 1.3 m.  

SAPOS (Satellitenpositionierungsdienst der Deutschen 

Landesvermessung) is the German Satellite Positioning 

Service, its task is to provide accurate and reliable GNSS 

correction data based on its permanent GNSS reference 

stations. A VRS (Virtual Reference Station) station which is 

calculated by SAPOS is taken as reference station for 

baseline processing, because the three closest SAPOS 

stations are about 30 to 40 kilometers away from the church 

tower. The VRS is about 86 m away from the pillar.  
 

 
                        (a)                                           (b) 

Fig. 1 (a) Sketch and (b) Photo of Test Field 

 
Two sessions of static measurements are carried out. 

Session 1 is from 17 to 24 May 2018 and session 2 is from 

12 to 19 July 2018, so the measurement duration of each of 

these two sessions is 7 days.  

Due to the fact that up to now the SAPOS service only 

provides GPS and GLONASS data and the satellite 

availability of GLONASS is better than that of Beidou in 

Germany, the combination of GPS+GLONASS is chosen 

for the U-blox receiver. The GNSS raw data are recorded 

with 1 Hz and stored on a PC, evaluated and post-

processed. The raw data are in UBX binary format and are 

converted into RINEX format using the RTKLIB (RTKLIB 

2018). The VRS and the antenna on the church tower are 

taken as reference and rover stations respectively for baseline 

processing baselines. The baseline is processed by software 

Wa2 provided by Wasoft (Wasoft 2018).  
 

3. Results and Analysis 

 
3.1 Quality Analysis 

 
The results of Wa1 are the baselines in the UTM-system in 

east, north and height for every second. The outliers in the 

coordinate’s time series, which are probably caused by the 

unfixed ambiguities, are detected according to the 3σ-rule. 

Then they are linear interpolated, and the standard deviations 

are calculated. The percentage of outliers and the standard 

deviation are regarded as parameter for describing the 

reliability and accuracy of the measurements, respectively, 

and reliability and accuracy are two parameters to describe 

the quality of the GNSS measurement (Zhang 2016). As 

there is no significant difference between the results within 

one session (seven days), only the results of the first day of 

each session will be presented in this paper. Table 1 and 

Table 2 show the reliability and accuracy of the first day of 

the two sessions. There are both about 5% outliers in the time 

series. The standard deviation is about 8 mm and 16 mm in 

horizontal and vertical direction, so the 3-dimensional 

standard deviation is about 20 mm. Since the antenna is very 

close to the tower walls and the multipath effect as 

mentioned before is dominating, this quality is generally 

understandable. The measurement quality is worse than that 

of the test in Zhang (2016), the percentage of the outliers is 

about 2% and the 3-dimensional standard deviation is about 

11 mm. The main reason is that the antenna in Zhang (2016) 

is about 5 meters away from the main reflector.  

 
Table 1 Reliability of Measurement  

 Percentage of Outlier [%] 

Session E N h Mean 

1  4.9 4.5 4.3 4.6 

2 4.8 4.7 3.5 4.3 

 
Table 2 Accuracy of Measurement  

 Standard Deviation [mm] 

Session E N h Total 

1  7.7 8.2 15.9 19.5 

2 8.6 8.4 15.7 19.8 

 

 
3.2 Multipath Effect Analysis 

 
The main reflectors in the antenna vicinity are the ground and 

the walls in this test. The reflected signal can cause periodic 

multipath effects on the carrier phase measurement, and the 

periodic effects or many harmonic oscillations can be also 

found in the coordinates (Georgiadou and Kleusberg 1988; 
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Heister et al. 1997). In Irsigler (2008), the frequency of 

multipath on the carrier phase can be estimated for 

horizontal and vertical reflectors using the equation (1): 

 

 

Horizontal 
(1) 

Vertical 

 
λ is the wavelength (19 cm approximately for the L1-

frequency); h and d are the vertical and horizontal distances 

between the antenna and the reflector. The closer the 

reflector is located, the longer is the period.  and  are 

the elevation of the satellite and its change over time 

(velocity). A satellite with high elevation can cause long 

and short periodic multipath effects respectively for 

horizontal and vertical reflectors. The faster the satellite is 

moving, the shorter is the generated period of the multipath 

effect. The wavelength is constant for one antenna, the 

distance h and d does not change so much. However, the 

elevation of the satellite changes all the time and the 

velocity of elevation is not constant, either. For this reason, 

the frequency of multipath effects varies all the time.  

Using the mean value of the velocity of the elevation 

0.07 mrad/s and equation (1), the period caused by the 

multipath effects can be calculated. The period caused by 

the ground should be more than 18 minutes (that means the 

frequency should be smaller than 0.92 mHz), and that from 

the tower wall varies from about 45 minutes to about 4 

hours (that means the frequency should be between 0.07 

and 0.37 mHz). So, totally, the multipath frequency in this 

test is less than 0.92 mHz. It should be known that these 

calculated periods or frequencies are only the roughly 

estimated values, since the satellite velocity is not constant. 

The multipath effect in this test is reduced by using the 

algorithm developed in Zhang (2016) which considers the 

temporal correlation of GNSS coordinates. The multipath 

frequencies are estimated precisely and iteratively. This 

algorithm was described in Zhang (2016); since it is not the 

focus of this paper, it will not be explained in detail in this 

paper.  

Fig. 2 shows the comparison of the residuals of the baseline 

of one day and after applying the developed algorithm. It is 

obvious that the periodic oscillations in the original residuals 

are reduced significantly. Table 3 shows the baseline 

standard deviation of the first day in each session after 

applying the developed algorithm. The improvement of the 

standard deviation is almost 45%. The improvement of the 

standard deviation by using the developed algorithm is about 

50% in Zhang (2016).  
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Fig. 2 Coordinates residuals before and after using the algorithm  

 
Table 3 Accuracy of Measurement (after reducing the multipath effect) 

 Standard Deviation [mm] 

Session E N h Total 

1  4.1 4.9 8.7 10.8 

2 4.2 4.7 8.2 10.3 
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Fig. 3 Periodogram before and after using the algorithm  

 
Fig. 3 shows the periodogram (up to 1 mHz) of coordinates’ 

time series of the baseline on the first day of session 1. The 

frequencies with high amplitude or energy distribution are 

mainly between 0 and 0.5 mHz in the periodogram of original 

residuals (compare Fig. 3). These results match the explained 

theory very well. Between 0.5  and 0.92 mHz, the amplitude 

is not high, a possible reason is that multipath signals from the 

ground were mainly reduced by the self-constructed L1-

optimized choke rings; this result is quite similar to the results 

in Zhang and Schwieger (2017). Furthermore, after applying 

the algorithm, the high amplitudes are almost disappeared 

(compare Fig. 3), which leads to the improved results shown 

in Fig. 2. 

 
3.3 Deformation Analysis 

 
Table 4 shows the mean value of the baseline of the first day 

in two sessions. 
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Table 4 Comparison of Baseline in two sessions 

 Baseline 

Session E [m] N [m] H [m] Length [m] 

1  15.1643 -43.7118 73.8421 83.1397 

2 15.1643 -43.7092 73.8527 83.1474 

Diff. [mm] 0.0 -2.6 10.6 10.9 

 

        (2) 

 

      (3) 

 

      (4) 

 

    (5) 

 
The differences between the two baselines are 3 mm in north 

direction and 11 mm in height. A simple deformation 

analysis can be done by using the t-distribution for each 

coordinate component (compare equation (2)). The standard 

deviation of the difference should be calculated by using 

equation (3). The standard deviation of the mean value of 

two sessions can be calculated by with the standard 

deviation of single value and the so-called number of 

effective observations (compare equation (4)). The reason 

that the number of effective observations should be used is 

that the time series is normally temporal correlated. If the 

number of observations is directly used, the calculated 

standard deviation of mean value is normally too optimistic 

(see Heunecke et al. 2013). The number of effective 

observations can be estimated by using the equation (5). 

K(k) is the autocorrelation function and m is the normally 

taken as n/10, n is number of observations (Taubenheim 

1969). 

If the original standard deviation (from Table 2) is taken, the 

test value is 0, -3.2 and 2.63 for east, north and height 

component respectively. If the improved standard deviation 

(from Table 3) is taken for the significant tests the test 

values will increase, since the numbers of effective 

observations increase, because the temporal correlation is 

reduced by using the developed algorithm. So that means if 

the quantile of 1.96 is taken (with a probability of 95 %), the 

significant test shows that there is deformation in north and 

height component. However, there should no deformation 

between the two days. Since the church tower moves only 

very slowly, there should be no movement within the two 

months which is detectable with a GNSS receiver. So, for 

this reason the data should be analyzed more details in the 

future. One possible reason could be that the antenna 

calibration data is not used (the antenna is not calibrated with 

the L1-optimized choke rings) and the antenna orientation is 

not the same in both sessions. And it is assumed that the 

antenna height is exactly the same, however it is possible that 

the antenna height is slightly different. 

However, it should be kept in mind that the improvement of 

the measurement accuracy can increase the probability of 

detection of deformation (see Zhang 2016).  
 

4.  Conclusions 

 
In this paper, measurement of the church tower with Low 

Cost GNSS receivers and its results are shown and analyzed. 

Since the GNSS antenna is very close to the tower wall, the 

multipath effect is analyzed intensively. The multipath effect 

is reduced by the self-constructed L1-optimized choke rings 

and also by using an algorithm which considers the temporal 

correlation (see Zhang 2016). The accuracy is improved by 

about 45% which shows similar results as in Zhang (2016). 

The significant test shows that there is significant deformation 

between the two sessions, although there should no significant 

movement between two sessions, since the movement is very 

slow and there is about two months between these two 

sessions. So, in the future, the data of other sessions should be 

analyzed and more measurement could be done to identify 

possible deformations of the church tower.  
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Abstract 

 
IMUs (Inertial Measurement Units) are widely used in 

many robotics applications. Proper calibration is inevitable 

to ensure usable results in sensor fusion and/or other 

estimation methods. Numerous sensor models for IMUs can 

be found in literature. These are investigated from two point 

of views: How well can the parameters of these models be 

determined? And how does they influence tilt/inclination 

estimation with IMUs. 

In the first part several sensor models differing in the 

number of calibration parameters are analyzed in a 

simulation environment. We investigate two calibration 

methods: a) multi-position gravity-based calibration method 

without the need of external equipment, and b) a calibration 

routine aided by an industrial robot. 

In the second part the influence of these calibration 

parameters on tilt estimation is examined. The well-known 

leveling equations using accelerometer measurements of 

gravity for inclination angles determination are used. This 

method is analyzed using variance based sensitivity analysis 

to identify important input parameters and to optimize the 

model/system.  
 

Keywords 
MEMS, IMU, Accelerometer, Leveling, Calibration, 

Sensitivity Analysis, Tilt Estimation 
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1.  Introduction 

 
An IMU (inertial measurement unit) consists of tri-axis 

accelerometer, tri-axis gyroscopes and sometimes tri-axis 

magnetometers. A lot of research has been done about IMUs 

in fields of aerospace, navigation and robotics for several 

years now. This is because of some unique and beneficial 

characteristics (compare e.g. [1] or [2]): 

- high temporal resolution 

- orientation estimation 

- high short term accuracy 

- unlimited availability due to independence of exterior 

environment 

In the early beginnings of IMU technology it was rather 

expensive and unhandy in size at the same time [3]. Recent 

developments of MEMS (Microelectromechanical systems) 

dramatically reduced size, cost and power consumption [4]. 

This lead to an even broader scope of applications and also 

accelerated research [3]. 

Initially mainly used in navigation tasks, IMUs are now used 

in several applications: Augmented Reality, Indoor- and 

Smartphone navigation, Robotics and Mobile Mapping 

Systems as examples. In particular MEMS IMUs are 

nowadays used by the geodetic community not only for 

mobile mapping and navigation tasks. Especially 

accelerometer leveling from gravity sensing attracted 

interest. Accelerometer leveling means computation two 

angles roll  and pitch  from accelerometer readings of 

the gravity vector. This method has been used recently for 

deformation monitoring [5, 6] and frequency analysis of 

vibrations, e.g. [7, 8]. 

Another usecase of leveling with MEMS IMUs is tilt 

compensation of GNSS poles, see [9, 10]. Generally leveling 

is used in navigation and pose estimation during 

unaccelerated phase to stabilize attitude and to compensate 

gyroscope drifts. This direct measurement of the two angles 

 and  is feed into IMU strapdown computation or an 

integration Kalman Filter. 

For all these applications of leveling (based on the 

acceleration measurements) mentioned here, it is important to 

know the stochastic model of the derived quantities and to 

calibrate systematic errors sufficiently. The functional model 

of leveling is analyzed in terms of variance and sensitivity 
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analysis in Section 3. 

A lot of research has focused on sensor and system 

calibration of IMUs. There are two main questions arising 

when working on IMU calibration: 

- Which error model to use? 

- How to calibrate estimate the parameters of the chosen 

model? 

The choice of the inertial instrument error model depends 

on the application/use-case and on the effect on the derived 

quantities [11]. This question is tackled in Section 3. 

Two basic categories of calibration approaches can be 

distinguished: online and pre-calibration. In the first 

approach, parameters of the IMU error model (see Section 

2) are estimated at operation time using sensor fusion (e.g. 

Kalman filter) with external observations, e.g. GNSS-IMU 

navigation. The deterministic observability of such state 

parameters depends on the user dynamics [11], thus is not 

applicable in static applications. In addition, pre-calibration 

should be preferred, due to the higher noise level of MEMS 

sensors: 

- possibilities to reduce noise in static environment 

- use higher precision external sensors in static 

environment 

- danger of vibrations overlaying systematics in kinematic 

applications 

One has to mention, that at least sensor biases should 

always be estimated online, since these parameters depend 

highly on temperature and can significantly change over 

time [12, 13]. 

Two groups of pre-calibration methods can be found in 

literature concerning calibration setup. The first depends on 

additional equipment like reference sensor (e.g. aviation 

grade IMU, rate tables [14, 15, 16, 17], or optical 6DOF-

tracking [18]) and is generally thought to be executed in the 

laboratory. These mostly expensive high precision 

equipment might not be available [19] and is not 

economical for low-cost MEMS sensors [20]. We 

summarize these approaches as equipment-aided 

calibrations. 

The other group of approaches targets suitable methods for 

in-field calibration. These should be feasible for end users 

and mostly rely on Earth’s gravity. [21] first introduced the 

accelerometer calibration using the property: the magnitude 

of the static acceleration measured must equal that of the 

gravity. This group is referred to as gravity-based 

approaches. Methods based on this property have in 

common, that gravity  is measured in multiple quasi-static 

positions (attitudes). Extensive research has been carried 

out, differing in number of positions and the underlying 

estimated error models. A summary can be found in Table 

1. 
 

Table 1 Comprehensive summary of related research. 

Authors Model 

Parameters 

# Positions 

[21] Bias and Scale 6 

[22, 14, 15, 23] Bias, Scale and 

Non-

orthogonalities 

18 

[20] Bias, Scale, Non-

orthogonalities 

and Cross-axis 

sensitivities 

18 and 24 

[17] Bias, Scale and 

Non-

orthogonalities 

9 

[24] Bias, Scale, 

Nonlinear Scale 

and Non-

orthogonalities 

24 

[25, 26] Bias, Scale and 

Non-

orthogonalities 

36-50 

[19] Bias, Scale, Non-

orthogonalities 

and Misalignment 

30 

 
The disadvantage of gravity-based methods is the required 

knowledge of the local gravity at an appropriate accuracy 

level. Because of this and the fact that not all of the above 

use-cases of accelerometer leveling require exclusively 

calibrations procedure in-field by user, we analyzed both 

calibration approaches. For the equipment-aided approach we 

plan to incorporate an industrial robot as a reference sensor. 

 

The remainder of this paper is organized as follows. In 

Section 2 several error models for accelerometer triads from 

literature are introduced. In Section 3 the influence of these 

estimated error parameters on tilt estimation using 

accelerometer leveling is analyzed. Based on these results 

gravity-based and equipment-aided calibrations approaches 

are compared in Section 4. Section 5 gives the conclusion 

and outlook. 
 

2.  Sensor Models 

 
Several sensor models can be found in literature. They differ 

mainly in the modeled error parameters. The basic model for 

the measured accelerometer outputs (measured forces) 

denoted by  proposed by [21] is: 
 

    (1) 
 

Where  is the calibrated force vector, 

is the offset or biases vector and 

 

     (2) 
 
is the scale factor diagonal matrix and  is the 

accelerometer random noise.  

The calibrated forces  refer to the three accelerometer 

sensitivity axes, thus denoted by 
a
. Ideally these axes should 

be orthogonal, but due to imprecise manufacturing this is 
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most likely not the case. Therefore [14] extended their 

model to account for this non-orthogonality of the sensor 

sensitivity axis by introducing 
 

 

   (3) 
 
which transforms the sensitivity axes to the orthogonal 

body or IMU-frame (denoted by 
b
) by use of 6 parameters. 

Here these parameters can be interpreted as “small” angles, 

where  is the rotation of the i-th axis around the j-th body 

axis, compare Figure 1. 

 
Fig. 1 The non-orthogonal sensitivity axes 

a
 can be transformed to the 

orthogonal body frame 
b
 by 6 small angles (after [14]). 

 
Defining the body frame so that the x-axis coincides and y

b
-

axis lies in the plane spanned by x
a
 and y

a
 (3) reduces to: 

 

  (4) 
 
This gives a 9-parameter model by extending (1) with (4): 

 

     (5) 

 

3. Leveling 

 
Following equations are used for accelerometer levelling [3], 

which describe the orientation of the IMU body frame with 

respect to the local tangent navigation frame denoted by 
n
. 

Euler angles are used to describe the attitude using roll , 

pitch  and yaw  rotations. 
 

 

      (6) 
 
Note that arctan2() must be used for roll computation, 

but if limiting tilting to the upper half sphere it can be 

replaced by arctan(). 

For this case study we suppose the yaw is exactly known, so 

 is used with zero variance throughout the rest of this 

paper. 

The partial derivatives of this model are: 
 

         (7) 
 

3.1. Variance Propagation 

 
In Figure 2 we investigate angle accuracy of roll and pitch 

with respect to roll and pitch if accelerometer noise is 

assumed to be equal for all three axis and                               . 

This seems a legit assumption for consumer-grade MEMS 

IMUs, especially when considering predominant static 

applications where lower measurement rates can be used. 

One can see that an accuracy of 13 mgon can be achieved in 

the vicinity of the zenith direction. Interestingly tilting to the 

side (producing roll) does not effect both accuracies. On the 

other hand pitching the pole deacreases roll accuracy 

quadratically. 

Fig. 2  Accuracy of Roll  (left) and Pitch  (right) with uniform accelerometer noise  of 

. 
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Figure 3 shows the linear increase of the tilt angle standard 

deviation with increasing accelerometer noise for a tilted 

attitude of , . 

 

 
Fig. 3  Tilt angle accuracies with respect to accelerometer noise for 

, . 

 

3.2. Sensitivity Analysis 

 
Sensitivity analysis can be used to analyze the relations 

between input and output parameters of a model [27], in our 

case . Goals of sensitivity analysis are listed 

in [27]: 

- Model validation, 

- Model optimization, and 

- Identification of important parameters 

These has been ported to the engineering geodesy context 

by [28] and has been used in many studies since then (e.g. 

[28, 29, 30]). Please refer to these references for details of 

the methodology and implementation details. The 

sensitivity measure  for the i-th input measure  on the j-

th output  can be computed using 
 

      (8) 

 

Here  describes the variance of the output parameter and 

 describes the variance of the conditional expectation 

value, where all input parameters except  are fixed. 

Considering a parameter free model of  one can 

plot the sensitivities/influences of each of the accelerometer 

measurements on the two output angles  and  (s. 

Figure 4). 

 

The subplots of Figure 4 correspond approximately to the 

elements of (7). What we can derive from this can be 

summarized as follows: 

- Accelerometer x-axis does not influence  computation 

(compare (6)). 

- But is prominent for  for small pitches no matter which 

. 

- Influences of accelerometer measurements on roll 

computation are independent from pitch. 

- For  computation fy is important up to 50 [gon] at 

which point fy and fz are equally important. For higher 

rolls fz gains importance. 

- For smaller tilt angles < 30 [gon] z-accelerometer reading 

is inessential for both tilt angles, whilst y-accelerometer 

is dominant for roll  and x-accelerometer is dominant 

for pitch  computation. 

The above conclusions can be verified geometrically and 

especially the last one can be accounted for in designing 

calibration schemes. 
 
To get an idea of the importance of the different sensor 

model parameters when it comes to accelerometer-leveling 

we have setup a simulation framework, where we can 

simulate accelerometer measurements according to the 

models of Section 2. This enables us to perform sensitivity 

analysis on the 9-parameter model from (5) and the leveling 

equations (6). The stochastic model has been chosen in 

accordance to the calibration simulation results from Section 

4. Also the simulated quantities are given in Section 4. 

Results from the Variance based sensitivity analysis for the 

Fig. 4  Total effects of accelerometer measurements f
b
 for output quantities roll  (upper) and pitch  (lower) with 

respect to tilt. 
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9-parameter model (5) are shown in Figure 5 for Roll and in 

Figure 6 for Pitch at a log scale. Because of the fact that 

sensitivity quantities are symmetric in both roll- and pitch-

axis, only subplots for positive pitches are shown. 

 

As before in Figure 4 we can deduce that the measured 

forces fy and fz in blue are important for roll computation. 

Moreover the first misalignment parameter  in red has a 

big share on the total variance of . The bias and scale 

error terms of y and z have an influence of at least one 

magnitude lower (about 1 to 8%) than the three first listed 

quantities. The bias shows a quite similar behavior over 

different  and  to the measured forces. 

Concerning pitch computation we can see a similar order of 

importance. After measured forces (and especially fx) again 

misalignment parameters (  and ) are of relevance. 

Scale parameters stay below 3% for all investigated 

attitudes. 

 

To sum up, scale parameters might be of lowest importance 

when it comes to accelerometer leveling and special care of 

misalignment parameters must be taken. 
 

 

4. Calibration 

 
For the following investigations, the multi-position scheme 

from [24] is used, where they propose a 24-position 

calibration scheme. This scheme distributes the measured    

g-vector evenly in the unit-sphere. Subsequent simulations 

are done using the stochastic model from Section 3.1, 

simulating 2 seconds of data acquisition per attitude and error 

Fig. 5  Effects of all sensor model parameters on Roll  . 

Fig. 6  Effects of all sensor model parameters on Pitch  . 
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parameters of , 

, and

. 
 

4.1. Gravity based 

 
The gravity-based approach uses the fact, that the 

measured gravity must be independent from attitude of the 

IMU. 
 

    (9) 
 
The disadvantage of these approaches as, that g must be 

known. Generally, no exact measurement of g is available, 

but values from theoretical models can be computed. Model 

(9) can be used in a Gauss-Helmert-Adjustment (GH) to 

estimate the different model parameters of the tri-axial 

accelerometers of (5). 
 

4.2. Robot aided 

 
Using an industrial robot as additional equipment adds two 

more observations from robot encoders  and  with a 

standard deviation of 3.2 [mgon]. 
 

   (10) 

 
The degree of freedom does not change, since two 

observations and two equations are added to the model per 

position/attitude. 

Comparing these two approaches using simulation, we can 

see the biggest advantage on determination of misalignment 

parameters (see Figure 7). Expected bias accuracy is 

reduced by about 50%, Scale accuracy by about 30% and 

Misalignment by about 70%. Considering the value of scale 

parameters of 200 [ppm] and the standard deviation a-

posteriori we can deduce that scale parameters are poorly 

determinable. Additional equipment only with reference 

attitude measurements can not improve this situation. The 

biases can be very well estimated, since  is about two 

orders of magnitude smaller than the simulated true values. 

For the misalignment parameters we can see very high 

estimation errors (and corresponding standard deviations) 

for the gravity based approach. This is were the biggest 

benefit of additional reference tilting measurements can be 

seen. 
 

 

 
Fig. 7  Comparison of the two IMU calibration approaches. On the 

(left) printed are the estimation errors from one simulation. On the 

(right) are the standard deviations of parameters from GH-adjustment. 

 
The correlation structure of the estimated error parameters 

for both approaches is shown in Figure 8. The estimated 

parameters of the gravity-based approach are already nearly 

uncorrelated. This is due to the evenly designed multi-

position scheme. Only the scale parameters are correlated by 

about 0.2. This correlation can be reduced by one order of 

magnitude using the robot-aided calibration. 
 

 
Fig. 8  Correlation Coefficient matrices  of the 

parameters for gravity based (left) and robot aided (right) calibration 

simulation. 

 

5. Conclusion and Outlook 

 
A simulation framework has been set up to simulate tri-axial 

accelerometer data according to the different sensor models 

found in literature. Using this simulation framework, we have 

first analyzed how well the two tilting angles roll  and 

pitch  can be determined. For small tilting angles (in the 

vicinity of zenith direction) an accuracy of 13 mgon can be 
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achieved if accelerometer with uncertainty of 0.002 m/s 

(standard deviation) are available, which might be feasible 

with averaging over static timespan. We found out that 

pitch accuracy is independent of current roll and pitch and 

that roll accuracy decreases with growing roll. 

 

Using a 9-parameter sensor model for an accelerometer 

triad the sensitivity of the tilting angles with respect to these 

sensor model parameters has been investigated using 

variance based sensitivity analysis. This method revealed 

that for smaller tilt angles < 30 [gon] only the measured 

forces of fy for roll and fx for pitch are important. 

Concerning the 9-parameter sensor model the first 

misalignment parameter  show the biggest influence on 

roll computation. Based on the calibrations simulation 

results bias and scale parameters are not that important. A 

comparable conclusion can be drawn for pitch computation, 

so in general special care must be taken of the three 

misalignment parameters of the accelerometer triad sensor 

model. 
 
As a consequence we have analyzed two accelerometer 

calibration approaches using the same simulation 

framework. A gravity-only based calibration approach 

(which can be applied in-field) has been compared with a 

calibration process aided by an industrial robot. These two 

calibration procedures are implemented as a GH-adjustment 

and the studies shows, that especially for those 

misalignment parameters an aided calibration in laboratory 

brings an improvement of about 70%. 

 

Future steps would be to test calibration procedures with 

real hardware. Furthermore, an evaluation experiment for 

tilt estimation using MEMS IMU should be designed. An 

idea could be to use the acquired knowledge from 

sensitivity analysis to optimize the calibration process in 

terms of economics and time saving. In combination with a 

recursive least squares approach one might relax the 

position scheme and adjust it to the given needs. Findings 

from variance propagation and sensitivity analysis might be 

used in further studies on pole tilt estimation and 

compensation both for total stations and GNSS. 
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Abstract 

 

The over-exploitation of non-renewable resources for energy 

demands is a serious issue. Convergence towards renewable 

resources such as solar energy is need of the day. Solar 

energy is the cleanest form of energy available on Earth. The 

objective of this research is to extract the building rooftop 

from the satellite images using a k-means clustering 

algorithm to identify the usable area for solar potential 

assessment. The scenes of WorldView-3 and Google Earth 

are segmented into nine parts and the algorithm implemented 

in Matlab is applied to the individual parts for better 

utilization of computing resources. This approach has been 

applied to the Har Ki Pauri, Haridwar that is situated in the 

northern part of India for solar potential assessment in a fast 

and accurate manner. The Global Horizontal Irradiance 

(GHI) data obtained from the database of National 

Renewable Energy Laboratory (NREL), United States have 

been used in the solar potential assessment. The validation of 

the solar potential obtained has been performed using 

pyranometer data. For the validation purpose, the above-

mentioned algorithm has been compared with the digitization 

in QGIS software. The results obtained from the above-

mentioned algorithm developed have extracted 85% to 90% 

of the features in the satellite image. The developed 

algorithm has given best results with the WorldView-3 

(high-resolution image) than the other coarser resolution 

scenes. The developed approach is helpful in evaluating the 

feasibility of the large areas for solar potential assessment. 

This methodology is useful for the implementation of 

different government’s solar energy generation schemes for 

rural and hilly areas. It helped in estimating the solar 

potential of the large hilly area for electricity generation.  
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This approach is useful for a larger area as it computes the 

usable area by dividing the scenes into smaller parts and 
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1.  Introduction  
 
Remote Sensing is helping us in many applications such as 

feature extraction, classification, etc. Satellite images of 

various resolutions are available through many remote 

sensing satellites. The satellite images are of different 

resolutions that range from some centimeter to meters. 

Centimeter level resolution images are known as high 

resolutions images.  High-resolution images contain the 

information of easily extractable features such as rooftops, 

buildings, roads, and trees. Therefore these high-resolution 

images have been used by many researchers to extract 

rooftops using segmentation, image processing techniques, 

remote sensing, and Geographic Information System (GIS) 

analysis [1]–[5].  

In the early stage of Geomatics, feature extraction has been 

performed using manual digitization process [6], [7]. This is 

not only an accurate method of feature extraction from the 

satellite images but also highly skilled manpower is needed 

for the same.   

Rayleigh scattering and aerosols play an important role in 

determining the solar irradiance reaching the Earth’s 

surface. Most of the energy radiations coming from the Sun 

are in the wavelength range of 300 nm to 2400 nm as shown 

in Figure 1 [8]–[10]. Solar irradiance has been analyzed and 

predicted by many researchers to predict solar potential 

available at the location [11], [12].  The best way to convert 

the solar energy into electricity is through Solar 

Photovoltaic (SPV) panels [4], [5], [13]–[16].  

Pyranometer has been utilized to predict the solar potential 

of the small and large area for solar plant feasibility studies 

[13], [14]. The pyranometer data provides the validation of 

the predicted and calculated Global Horizontal Irradiance  
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(GHI) values [13]. In this study, the pyranometer data has 

been used to compare the results obtained using GHI data 

from National Renewable Energy Laboratory (NREL), 

United States [17]–[20]. The pyranometer used in this study 

works in the wavelength range of 305 nm to 2800m.  

 

 
Fig. 1 Solar irradiance enters into the Earth’s atmosphere. The dotted 

line shows extraterrestrial irradiance [21] 

 
The rest of the paper is organized into four sections. The 

study area has been shown in section 2. Methodology and its 

flowchart are described in section 3. Results have been 

shown in section 4 with a discussion about the results 

obtained. Conclusions of this study have been analyzed in 

section 5 with future scope for related studies. 

 

2. Study area 
 
Har Ki Pauri has been selected as the study area for this 

study (Figure 2). This place is located in the holy city of 

Haridwar, Uttarakhand, India [22]. The central coordinates 

of this location are latitude 29.958506°, longitude 

78.172681°, and altitude 286m [23]. The area and perimeter 

of the study area are 276142 m
2
 and 2061 m respectively. 

Socioeconomic data has been used to estimate the energy 

requirement of the study area [24]. 

 
Fig. 2 Study area selected for this study 

 

 

3.  Methodology  
 
Semi-automatic rooftop extraction approach has been applied 

to assess the solar potential of the selected study area 

described in the previous section (Figure 3). High-resolution 

satellite images of this study area have been downloaded 

from the Google Earth and SGIS tools [23], [25]. Complete 

study area in high-resolution images is too big to process the 

k-means clustering algorithm on it using processor i7 (8
th

 

generation) and 8GB RAM. It is recommended from this 

study that segmentation is a good approach to process the 

larger area for the k-means clustering algorithm. Therefore 

this study area has been divided into nine parts for algorithm 

processing. Image segmentation has been performed to 

segment it into nine parts.  

Blue coloured rooftops of the selected study area have been 

extracted using k-means clustering shown in algorithm 1. 

This semi-automatic approach algorithm has been utilized to 

extract rooftops in the Matlab programming environment 

[26].  

 
Algorithm 1: k-means clustering [27] 

a. Input the coloured image (jpg format) 

b. Convert the image to RGB to L*a*b* color space 

c. Apply k-means algorithm to classify the colours in a*b* 

space  

d. Tag the pixels using k-means results 

e. Images have been produced using segments of H&E 

colours 

f. The result is a segmented image 

 
K-means clustering algorithm has been performed on the 

individual part to extract blue coloured rooftops for usable 

area calculation. The algorithm has been implemented using 

Matlab on each segmented part of the study area to extract 

rooftops. Out of the nine-segmented parts, seven parts 

contain the rooftop information. These segmented parts then 

combined together to analyze the complete usable area 

available for solar potential assessment. This algorithm has 

extracted almost most of the blue coloured rooftops at this 

location. The value of the usable area has been calculated 

using high-resolution satellite imagery mosaic and GIS 

analysis in ArcMap 10.3 [28]. 

GHI from NREL has been obtained to assess the solar 

potential assessment on the rooftops at Har Ki Pauri, 

Haridwar. This GHI has been converted into the tilted GHI 

for utilizing the maximum solar irradiance falling on the SPV 

panels [29]. An algorithm has been implemented using Perl 

programming language to convert GHI (H) into tilted GHI 

(HT). Equation 1 has been utilized to convert GHI into tilted 

GHI. Hb, Hd, and Hr are the beam, diffuse and reflected 

irradiance respectively used for this study. The tilt factors for 

the beam, diffuse, and reflected irradiance are Rb, Rd, and Rr 

respectively.  

 
HT= HbRb +HdRd +HrRr (1) 
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Researchers have mentioned 10-15% of uncertainty in the 

satellite-based GHI calculation [30].  Pyranometer data have 

been utilized for solar potential assessment for this study.  

Instantaneous GHI values from pyranometer have been used 

to calculate solar potential at an instance for validation 

purpose. Pyranometer readings have been analyzed to predict 

the solar potential at an instance for this study. The outputs 

of this pyranometer are GHI (W/m
2
) and Daily Horizontal 

Irradiance (Wh/m
2
). GHI is the sum of the diffuse and beam 

irradiances [8], [15], [31]. In this pyranometer, GHI has been  

 

 
calculated using equation 2 mentioned below[32].   

 
Ee = DDP/S   (2) 

 
Ee = Irradiance (W/m

2
) 

DDP = Multimeter has been used to calculate the potential 

difference (µV) 

S = Constant used in this equation i.e. 15.20 µV (W/m
2
)  

 

 

 
Fig. 3 The methodology adopted for the study 

 

4. Results  
 
It has been found from the results that almost 90% of the 

rooftops have been extracted using a k-means clustering 

algorithm (Figure 4). It has been found from the results that 

out of nine segmented parts, seven parts contain the rooftop 

information.  

 

   

   
(a,b) (c,d)  (e,f) 

   

   
 (g,h) (i,j) (k,l) 

   

   
(m,n) (o,p) (q,r) 

Fig. 4 (a to r) (a) Segmented part of the study area and (b) Extracted 

rooftops using semi-automatic rooftop extraction approach applied on 

nine segmented parts, respectively 

 
The complete rooftop areas of the study area have been 

developed by combining the outputs of the semi-automatic 

rooftop algorithm (Figure 5). This figure shows the extracted 

blue coloured rooftops. The shape, colour, size, and texture 

information have been used to identify the features as 

rooftops. GIS technology and outputs have been analyzed in 

ArcMap 10.3 to calculate the value of the rooftop’s area for 

SPV installations (Figure 6). The total rooftop area for this 

study is 4228 m
2
. Parameters such as SPV infrastructure and 

maintenance have been taken into consideration for the 

usable areas to install the SPV panels. This usable area is the 

actual calculated area after taking care of all the parameters 

described above. Therefore out of the total rooftop area, 85% 

i.e. 3594 m
2
 has been considered for solar potential 

assessment. 
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Fig. 5 Extracted rooftops over the complete study area selected for this 

study 

Fig. 6 Rooftops extracted using GIS analysis for usable area 

calculations 

 
The parameters such as GHI, tilted GHI, and tilt angle 

considered for solar potential assessment in this study are 

shown in Table 1. The average monthly solar potential 

assessed is 20.8413 MW 

 
Table 1 Solar potential assessment over Har Ki Pauri rooftops 

Year Month 

GHI 

(kWh/m
2
/day) 

Tilt Angle 

(degree) 

Tilted GHI 

(kWh/m
2
/day) 

Solar Potential 

(MWh) 

GHI 

Average 

Data 

2002-

2008 

January 3.284 19.96 4.175 15.005 

February 4.433 19.96 5.286 18.998 

March 5.889 19.96 6.559 23.573 

April 6.781 19.96 7.100 25.518 

May 7.411 19.96 7.469 26.844 

June 6.516 19.96 6.453 23.192 

July 5.532 19.96 5.510 19.803 

August 5.239 19.96 5.362 19.271 

September 5.317 19.96 5.745 20.648 

October 5.213 19.96 6.104 21.938 

November 4.206 19.96 5.342 19.199 

December 3.406 19.96 4.481 16.105 

Annually 5.270 19.96 7.056 25.360 

 

The value of GHI obtained by pyranometer is 724 Wh/m
2
 

(Table 2). This value has been converted into the tilted GHI 

i.e. 738.74 Wh/m
2
. The solar potential for an instance using 

pyranometer is 2.655 MW. This value shows it is feasible to 

install solar potential at this location and also validates the 

results obtained using tilted GHI data. 

 
Table 2 Solar Potential assessed using pyranometer data (instance) 

Date/ 

Time 

GHI 

(Wh/m
2
) 

Tilt 

Angle 

(degree) 

Tilted GHI 

(Wh/m
2
) 

Solar 

Potential 

(MW) 

11-09-18 

/14:18:53 724 19.96 738.74 2.655 

 
Energy requirements for this study area have been calculated 

using India census 2011 data and software tool [24], [33]. 

The value of total energy consumption for this location is 

1.53 MWh (Table 3). This value shows that it is feasible to 

obtain the required electricity by installing the rooftop solar 

plant. 

 
Table 3 Energy requirements of the selected study area using India 

Census 2011 data  
# Houses Population Requirement 

(per capita, 

kWh) 

Total Energy 

consumption 

(MWh) 

1 70 280 5.46 1.53 
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5. Conclusions 

 
The main objective of this study was to estimate the usable 

area and feasibility study of the solar plant at Har Ki Pauri, 

India. The semi-automatic feature extraction approach 

helped in extracting the rooftops. These extracted rooftops 

along with GIS analysis have been utilized to calculate the 

rooftop’s area. The semi-automatic feature extraction 

approach helped in extracting approximately 90% of the 

rooftops. The solar potential assessment and energy 

requirement analysis of this location showed it is feasible to 

install SPV panels for electric power generation. GHI from 

pyranometer at the local level and GHI [NREL] extracted 

using satellite images have been utilized in this study. In this 

study, the semi-automatic feature extraction approach has 

been combined with the feasibility study for solar potential 

assessment using Big data cloud environment. These types 

of solar potential assessments help government bodies in 

smart city policy making and providing subsidies to the 

people living in the rural or hilly terrains.  

The results of this semi-automatic approach can be 

improved by using higher resolution satellite image for 

accurate prediction and assessment. Vegetation, trees, 

shadows have not considered for this study. These 

parameters can be taken into consideration in related studies.   
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